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ABSTRACT 
 

Production plants of a company are located in several areas that spread across Middle and East Java. As 
the production process employs mostly manpower, we suspected that each location has different 
characteristics affecting the productivity. Thus, the production data may have a spatial and hierarchical 
structure. For fitting a linear regression using the ordinary techniques, we are required to make some 
assumptions about the nature of the residuals i.e. independent, identically and normally distributed. However, 
these assumptions were rarely fulfilled especially for data that have a spatial and hierarchical structure. We 
worked out the problem using mixed effect model. This paper discusses the model construction of 
productivity and several characteristics in the production line by taking location as a random effect. The 
simple model with high utility that satisfies the necessary regression assumptions was built using a free 
statistic software R version 2.6.1.  
 
Keywords:  mix effect model. 
 
 
1. INTRODUCTION 

 
One of production departments in a company employed mainly manpower in processing its 

products. Instead of having huge labors centered in one plant, the company built several 
production plants spread across Middle and East Java. This policy helps the company to raise 
efficiency, reduce overhead cost especially transportation cost, and ease to handle as the size of 
labors in each plant is relatively small.    

According to the moving mechanism of products, production lines are categorized 
asynchronous. Basically the production lines are divided into two stations. Each station consists of 
groups of workers. In the first station, each group of three make the product by hand and tidy it as 
well as carry out the product quality control. In the second station, each group of two does the 
filling, labeling and packaging.     

The production records from each plant suggest variation amongst locations. It is suspected 
that each location bring about different characteristics affecting the productivity due to different 
behaviors, culture and environment. It is therefore challenging to build models for production rate 
that are reasonably flexible, yet feasible to fit. The aimed of this study is to find a simple and high 
utility model of productivity. Thus, the models enable the company to evaluate the work 
performance of each plant and to generate specification for a new plant. We propose to use mixed 
effects model. Mixed effects models contain both fixed and random effects. Random effects are 
those whose levels are supposedly sampled randomly from a range of possible levels. Generally, 
although not always, when random effects are considered it is of interest to connect the results to 
the broader population. Random effects regression model has been applied to various fields to 
accommodate ’between cluster variation’ as well as ‘within cluster variation’ (Sohn, 2000, 2002, 
2006; Sohn and Park, 1998). In our case the between cluster variation reflects the random variation 
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caused by each plant characteristics or environmental conditions while the within cluster variation 
reflects the random variation caused by uncertainty that cannot be explained by such plant 
characteristics.  

This study is organized as follows. In Section 2, the data and the proposed model are 
presented. The case of that is discussed in Section 3. In the last section, some conclusions of this 
study are drawn with possible further studies.  
 
2. METHOD 

 
The collected data turn out a special challenge for statistical analysis for several reasons. First, 

the data have a spatial structure; they were collected from several locations. Second, they are 
temporal data, thus they might not independent. Third, the data consist of multicollinearity. 
Therefore the assumptions about the nature of the residuals i.e. independent, identically and 
normally distributed in fitting a linear regression using the ordinary techniques are hardly to fulfill. 
In dealing with the problem, we may apply mixed effects model as one of the solutions.  

The linear mixed model (Harville, 1977; Laird and Ware, 1982) can be written as follows 

iiiii ebZXy ++= β ,                        (1) 

where }...,,2,1{ ni∈  is the index for independent sampling unit, yi is an ni×1 vector of observations 
for i th subject, Xi denotes an ni×p design matrix of fixed-effects, β  is a p×1 vector of unknown 
fixed-effect parameters, Zi denotes an ni×q design matrix of random-effects, bi is a q×1 vector of 
unobservable random effects, and ei denotes an ni×1 vector of unobservable within-subject error 
terms. The assumptions hold for this model is that bi has a multivariate normal distribution Nq(0, 
G) independent of ei, which has a multivariate distribution Nni(0, Ri). 
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where G is a q×q unknown covariance matrix for the random effects and Ri is an ni× ni covariance 
matrix for the within-subject error terms.  

Harville (1977) discussed the use of maximum likelihood (ML) and restricted or residual 
maximum likelihood (REML) approaches for solving model (1). Laird and Ware (1982) proposed 
the use of the expectation-maximum (EM) algorithm to estimate the parameters. 

In this study we use R version 2.6.1 to help us fitting the model. Model fitting in R and Splus 
is detailed by Pinheiro and Bates (2000). 
 
2.1  Data and variables 

In this section, we apply the proposed approach to the productivity based on data from 35 
plants evaluated during 2006. The data contain the information about production as well as quality 
characteristics such as the production rate, the output per group hour, overhead cost per unit, level 
of waste in relation to input of raw materials, ratio of plant sizes to the number of working groups, 
ratio of experienced worker and inexperienced worker, the percentage of non-permanent 
employment contracts, the expenditure of health and safety at work and the percentage of 
presence.   

After eliminating outliers and missing cases in the variables, 1773 cases were left. Using this 
data, we divided into training and validation dataset. Training dataset, which consists 70% of total 
data (1249 cases), is used to fit the model. The accuracy of the fitted model is evaluated using the 
validation dataset.   
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2.2  Models 

Prior to fit a production rate prediction model using the data, we employed Stepwise 
regression to remove and add variables to the regression model for identifying a useful subset of 
the input variables. Then, from the 20 input variables available only five input variables turn out to 
be significant as displayed in Table 1. 
 
Table 1. Description of input variables. 

Variables Description 
x1 Output per group hour 
x2 Overhead cost per unit 
x3 Ratio of experienced worker and inexperienced worker 
x4 The percentage of non-permanent employment contracts 
x5 Ratio of plant sizes to the number of working groups 

  
The production rate and the five input variables are described using linear fixed effect model 

and linear mixed effect model. The fixed effect model can be written as follows 

ijiiiiiij xxxxxy εββββββ ++++++= 55443322110              (2) 

where yij  denotes the production rate in unit per hour of plant i. x1i, x2i, x3i, x4i, and x5i denotes the 
input variables of the same plant. β0, β1, β2, β3, β4, and β5 are fixed but unknown parameters and   εij 
are residuals.  

In the second model, in order to compare the performance of fixed and mixed effect 
regression we used the same five variables used in Table 1. We firstly add intercepts random effect 
to Eq. (2). The model is as follows 

ijiiiiiiij xxxxxgy εβββββββ ++++++×+= 55443322110201         (3) 

where yij , x1i, x2i, x3i, x4i, and x5i denotes variables as stated in (2). β01, β1, β2, β3, β4, and β5 are fixed 
but unknown parameters; while β02 is a random unknown parameter. gi is an indicator variable of 
plants. 

Finally, we add random effect for intercepts and the most affecting variable i.e. x1 to the 
model above. The model can be written as  

ijiiiiiiiij xxxxxggy εββββββββ +++++×++×+= 55443322112110201 )(          (4) 

where β01, β11, β2, β3, β4, and β5 are fixed but unknown parameters; while β02 and β12 are random 
unknown parameters.  

The data revealed correlation as it is measured over time. Therefore, we add correlation 
structure for residuals in the models of Eq. (3) and (4). Overall, we fit five different models.     
 
3. RESULTS AND DISCUSSION 

 

Table 2 displays the fit statistics namely residual standard deviation of level 0 and level 1 and 
AIC for Eq. (2)-(4) derived from ML and REML procedures in R 2.6.1. Residual standard 
deviation level 0 is calculated from the model without considering the random effect while 
residual standard deviation level 1 is the standard deviation of residual by considering both fixed 
and random effects. From Table 2, we can see that the difference of residual standard deviations 
between level 0 and level 1 are big enough. This tells us that the variations between plants are 
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relatively big. Fit statistics improved significantly across equations. Decreased values of standard 
deviation and AIC were regarded as improved fit statistics. It is revealed that Eq. (4) with 
correlation structure error added is the best model among the proposed models. 

It can be seen in the Fig. 1. that the residual plots against the fitted values become better 
across the models. Adding correlation factor in the model was significantly improved the fit. 

   
Table 2. Fit statistics for equation (2)–(4) 

Residual standard 
deviation  Model 

Level 0 Level 1 
AIC 

Eq. (2) 1003.689 -  
Eq. (3) 1044.73 873.556 20558.46 
Eq. (3) + correlation 1127.293 911.3265 20188.84 
Eq. (4) 1182.759 627.7672 19864.29 
Eq. (4) + correlation 1213.809 640.287 19759.73 

 
(a)  

(b) 

 

(c) 

 
(d) 

 

(e) 

 

Figure 1. Fitted - residuals values plot respectively: (a) for Eq (2), (b) for Eq. (3), (c) for Eq. 
(3) plus correlation structure, (d) for Eq. (4) and (d) for Eq. (4) plus correlation structure.   
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To further evaluate the results we predict production rate using validation dataset and 
calculate the standard deviation of the residuals. As the last model is the best, we validate this 
model only. The standard deviation residual of validation dataset is 364.0966. The histogram of 
this residual (Fig. 2) showed that it distributed normally.  
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Figure 2. The histogram of residuals validation dataset using Eq. 4 with adding correlation 
factor. 
 
4. CONCLUSION 
 

In this paper, we proposed the random effect regression in model for production rate by 
taking location as a random variable. The empirical study results indicate that using mixed effect 
and adding correlation structure improved the fit.  
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